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The biological approach or the physical approach? 

TASK: 
Given a protein sequence predict in which 3D structure 
the protein will fold. 
 
Two approaches: 



Biological Approach 

•  Find a known 
structure with a 
similar sequence 

•  Align the sequences 

•  Model the unkown 
structure on the 
known structure 
using the alignment 



Physical Approach 

•  Take a full atomistic 
force field 

•  Simulate as long as 
possible 



The biological approach or the physical approach? 

TASK: 
Given a protein sequence predict in which 3D structure 
the protein will fold. 
 
Who wins, the physical or biological approach? 



Who wins BIOLOGY or PHYSICS? 



Typical CASP results 
7.2. Assessing the quality of structure prediction methods 15

Figure 7.5: Example of structural comparison for the target T0886-D2 and two
models submitted to CASP12. The top panel shows individual traces for all models
generated for this target; the distance cuto↵ (vertical axis, in Å) is plotted against
the fraction of residues (horizontal axis, in %) that can be aligned within this cuto↵.
The traces were obtained from predictioncenter.org/casp12. The dotted lines indi-
cate the thresholds used in the GDT TS (1, 2, 4, 8 Å) and GDT HA (0.5, 1, 2, 4 Å)
scores. Two models are highlighted in blue: a bad model (TS236, GDT TS=18.90)
on the left, and a good model (TS173; GDT TS=51.97) on the right. Both model
structures are also shown in the panels below in red, superposed onto the solution
crystal structure in blue (PDB:5FHY). Structural superposition created using LGA
at proteinmodel.org/AS2TS/LGA/ (Zemla, 2003), 3D visualisation using Chimera
1.11.2 (Pettersen et al., 2004).
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for ‘easy’ targets structures with similar 
sequences are available  



Biology versus physical 

Only when a structural 
template is available, 
recognised by 
evolutionary sequence 
conservation can we 
model the structure 
correctly. 

 

Biology wins… 

Review available https://arxiv.org/abs/1712.00407 

10 Chapter 7. Introduction to Protein Structure Prediction

Figure 7.3: Terminology used in protein structure prediction. We start from our
protein of interest (with no known structure): the target sequence. First step is
find a matching protein: a template sequence with known structure; the template
structure. We then create a template-target sequence alignment, and from this
alignment create the structural model which is the solution structure for our target
protein.

similarity – in the PDB we can be sure that a template based modelling
strategy will su�ce; this is also referred to as homology modelling. With
a template, the constraints from the alignment between the model and the
template sequence, in addition to the template structure, will give su�cient
constraints to build a structural model for the target sequence. Even in this
case, small missing substructures in the alignment, e.g. loops, may require
a template-free modelling strategy.

If no close homologs are available in the PDB, we may need to use more
advanced template finding strategies, such as remote homology detection or
fold recognition methods.

If no suitable template is available, we will need to resort to a template-

Structural Bioinformatics
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The most successful approaches do not adhere to 
statistical mechanics principles 

7.1. What is the protein structure prediction problem? 11

Figure 7.4: Overview of Structure Prediction. Template-based modelling: a tem-
plate is found on the basis of homology between the template and the target. Fold
recognition: no obvious homologous structure can be found in the PDB, we need
fold recognition methods to find a suitable template. Template-free modelling: no
suitable template for protein domains can be found. Without template, we need to
use a combination of coarse constraints from experiment or co-evolution analysis,
and ab initio prediction. Ab initio methods typically work with taking fragment
templates from various proteins, and assemble these into a model or decoy structure.
Expected model accuracy declines from left to right: good accuracy is expected if
based on homology; in contrast, ab initio modelling should only be considered if no
other options remain.
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Biomolecular simulation (this afternoon) 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  

-- + + + 
+ 
+ + - 
+ - + 

Sequence Structure 



Let’s have a look at the physical forces first 

•  What are the most important forces that act on a protein? 

•  We stay away from quantum mechanics for now. 



What type of forces and effects would be relevant? 

•  Van der Waals 

•  Electrostatics 

•  Hydrogen bonding 

•  Entropic effects 

•  Hydrophobic effect 



Primary Protein Structure 
hydrophobic +ve charge  

-ve charge  

other polar  

Proteins live in water 



Hydrophobic effect 

Oil and water do not mix well 



Hydrophobic Collapse 

Unfolded Molten Globule Folded 



Backbone 

  

Backbone has a hydrogen bond donor and 
acceptor per residue 

δ- δ+ 



Hydrogen bonds & secondary structure of backbone 

alpha helix beta sheet 

We will ignore this in the practical exercises! 



What are the effects that contribute to a stably folded 
protein? 

1)  Hydrophobicity (oil in water)  
- note this is an effective force that contains 
enthalpic and entropic components 

2) Hydrogen bonds form secondary structure 
  



What forces / effects destabilize a folded protein? 

1)  Chain entropy!   



Questions for you: 

Would secondary structures form / be stable in vacuum? 

 

What is the influence of water molecules on secondary structure 
formation (does it help, does it hinder formation)?  

 

How can you explain secondary structure formation in an aqueous 
environment? 

 

 

  



The biological approach or the physical approach? 

TASK: 
Given a protein sequence predict in which 3D structure 
the protein will fold. 
 
So WHY does biology win? 



Entropic and enthalpic contributions compensate 
(experimental) 

its magnitude is sufficiently higher than expected for a linear extrapolation of the initial
heat capacity. Thus, the unfolding of myoglobin results in a significant heat capacity
increment. One may therefore surmise that the heat capacity of an unfolded protein is
significantly higher than its compact native state.

A thermodynamic description of myoglobin unfolding may be viewed by invoking the
Kirchhoff equation, which defines the heat capacity increment as follows:

oDH=oT ¼ DCp ð1Þ

The thermodynamic properties of protein unfolding may be evaluated in accordance
with the following standard relations:

DH Tð Þ ¼ DH Ttð Þ $ DCp Tt$Tð Þ ð2Þ

DS Tð Þ ¼ DH Ttð Þ=Tt $ DCpln Tt=Tð Þ ð3Þ

DG Tð Þ ¼ DH Tð Þ $ TDS Tð Þ ð4Þ

Based on the thermodynamics prediction, one might reasonably anticipate that the
enthalpy of protein unfolding increases linearly with temperature. Conversely, the enthalpy
would decrease and might even change sign at sufficiently low temperatures as illustrated
in Fig. 7.

Correspondingly, the entropy factor (TDSunf) is a nearly linear function of temperature.
The difference between DH(T) and TDS(T) is essentially a parabolic function that repre-
sents the Gibbs energy of protein unfolding (DG), which is characterized by a maximum at
approximately 35 !C. The Gibbs energy corresponds with the work required to unfold the
protein at a given temperature and is usually considered a measure of protein stability.
Inspection of the thermodynamic functions presented in Fig. 7 suggests that myoglobin in
sodium acetate buffer (pH 4.0) exhibits a greater stability within the physiological tem-
perature range. Upon increasing the temperature above 35 !C, myoglobin stability de-
creases and the protein undergoes unfolding. In an analogous manner, myoglobin stability
should decrease at temperatures sufficiently below the physiological range.

Assuming that the thermodynamic formalisms are appropriate in describing the protein
folding/unfolding process, myoglobin unfolding upon cooling should proceed with both the
release of heat and a decrease in entropy. Corroboration of the expected behavior is

Fig. 7 Thermodynamic
functions specifying myoglobin
stability: unfolding enthalpy
(DH), entropy factor (TDS) and
Gibbs energy (DG)

J Solution Chem (2015) 44:1141–1161 1149

123Look at the scale of the axes! 



Physics & Biology: folding specificity 

Unique characteristic: 
The sequence of a protein determines and specifies its structure 

 

Sequences evolve! 



What can evolutionary history tell us? 



Biology: structure is more  
conserved than sequence  

So if we have a protein with a known structure that has a 
similar sequence – we have solved our problem. 



So is there any role for physics based approaches? 

•  Biological questions 
(qualitative): 
–  What is the function of this 

protein in the cell? 
–  What happens if we change 

the sequence of the protein? 
–  Where does the substrate 

bind? 
–  Do evolutionary related 

proteins bind the same 
substrate 

•  Physical questions 
(quantitative): 
–  How stable is this protein 
–  Under which conditions will 

this protein fold? 
–  How strong is the binding to 

a substrate? 

7.1. What is the protein structure prediction problem? 7

7.1 What is the protein structure prediction problem?

7.1.1 Predicting the structure for a protein sequence

This chapter revolves around a simple question: “given an amino acid se-
quence, what is the folded structure of the protein?” (Figure 7.1) Even
though this seems like a simple question, the answer is far from straight-
forward. In fact, whether we can give an answer at all depends heavily on
the sequence in question and available protein structures that can be used
as modelling templates. While the number of structures deposited in the
Protein Data Bank (PDB) (Berman et al., 2000) continues to rise rapidly 1,
the number of sequenced genes rises much faster. The large and widening
gap between protein structures and sequences makes structure prediction an
important problem to solve. Fortunately, recently developed methods can
use these large resources of sequence data to increase the quality of some
predictions. Here, we will give an overview of current structure prediction
methods, and describe some tools that provide insight into how reliable the
structure predicted will be.

Figure 7.1: Structure prediction methods try to answer the question: given an
amino acid sequence, what is the folded protein structure?

The typical problem is that we want to generate a structural model
for a protein with a sequence, but without an experimentally determined
structure. In this chapter, we will build up a workflow for tackling this
problem, starting from the easy options that, if applicable, are likely to
generate a good structural model, and gradually working up to the more
hypothetical options whose results are much more uncertain.

Another very important remark is in place here: the modelling strategy
should depend heavily on what we want to do with the structure. Do we

1
https://www.rcsb.org/pdb/statistics/contentGrowthChart.do?content=total&

seqid=100
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So is there any role for physics based approaches? 

 

–  Fundamental understanding 
of mechanisms and forces 
involved in folding 

–  Detailed simulation under 
(experimental) constraints. 

 

7.1. What is the protein structure prediction problem? 7

7.1 What is the protein structure prediction problem?

7.1.1 Predicting the structure for a protein sequence

This chapter revolves around a simple question: “given an amino acid se-
quence, what is the folded structure of the protein?” (Figure 7.1) Even
though this seems like a simple question, the answer is far from straight-
forward. In fact, whether we can give an answer at all depends heavily on
the sequence in question and available protein structures that can be used
as modelling templates. While the number of structures deposited in the
Protein Data Bank (PDB) (Berman et al., 2000) continues to rise rapidly 1,
the number of sequenced genes rises much faster. The large and widening
gap between protein structures and sequences makes structure prediction an
important problem to solve. Fortunately, recently developed methods can
use these large resources of sequence data to increase the quality of some
predictions. Here, we will give an overview of current structure prediction
methods, and describe some tools that provide insight into how reliable the
structure predicted will be.

Figure 7.1: Structure prediction methods try to answer the question: given an
amino acid sequence, what is the folded protein structure?

The typical problem is that we want to generate a structural model
for a protein with a sequence, but without an experimentally determined
structure. In this chapter, we will build up a workflow for tackling this
problem, starting from the easy options that, if applicable, are likely to
generate a good structural model, and gradually working up to the more
hypothetical options whose results are much more uncertain.

Another very important remark is in place here: the modelling strategy
should depend heavily on what we want to do with the structure. Do we

1
https://www.rcsb.org/pdb/statistics/contentGrowthChart.do?content=total&

seqid=100
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Why use simple models? 
HP model - minute cubic lattice model - hour 

backbone model - week full atomistic model -  year(s) 

–  Sampling lowest free energy state 
–  Different conditions 
–  Larger systems 



Physics: folding specificity - perfect self assembly 
A
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Experimental curves – can we understand these? 



A very simple model 

 

•  3D for research 

•  2D in practical 



Lattice Model 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  

-- + + + 
+ 
+ + - 
+ - + 

Sequence Structure 



Cubic Lattice Model 

•  Cheap & simple 
–  Use for right purpose 

•  Can model: 
–  General trends  
–  Folding specificity 
–  Heat capacity 
–  Binding and unbinding 
 

•  Not captured: 
–  Secondary structure 
–  Hydrophobic effect   

(cold denaturation) 
–  Structure predictions for 

specific proteins 

Shakhnovich & Gutin 1993 PNAS 90 

Coluzza et al 2003 Phys Rev E 68 



Lattice Model, Potential, Design & Simulation 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  
+ - + 
- + + 

+ 
+ + + -- 

Folding  Simulation 

Interaction Potential 

Sequence Design 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  



Simulation: interaction potential 

+ - + 
- + + 

+ 
+ + + -- hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  

contact energy 



Simulation: Monte Carlo 

Monte Carlo: 
–  Choose a residue (or region) 
–  Change its position 
–  Calculate new interaction energy 
–  Accept with Monte Carlo criterion  

Shakhnovich & Gutin 1993 PNAS 90 

Coluzza et al 2003 Phys Rev E 68 

Betancourt & Thirumalai 1999 Protein Sci 8 



Simulation: Lattice Moves 

corner flip 

crankshaft 

point rotation 



Sequence Design 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  
+ - + 
- + + 

+ 
+ + + -- 

Simulation 

Potential 

Design 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  



Problem: how to create a folding sequence? 

? 

In nature evolution ensures folding... 

We cannot take real protein sequences (why not?) 



Solution: energy minimization 

Given a structure, what are sequences with a low 
(potential) energy? 

 

? 

we can simulate evolution by changing the 
sequence with random substitutions 

 



Lattice Model: design 

Design loop: 

-Initiation: choose a structure, keep it 
frozen 

- Design loop: 
–  Choose a residue 
–  Change the amino acid 
–  Calculate new interaction energy 
–  Accept with Monte Carlo criterion 

based on energy and variance 

hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  

-- + + + 
+ 
+ + - 
+ - + 



Sequence design: energy minimization 

Note that this is an “ad hoc” algorithm – no statistical 
mechanics, pure energy minimisation 



Interactions: toy example 2D 

matching puzzle pieces 
indicate favourable 
interaction energies 

 

Tutorial code is based on 
this toy example 



Sequence  Design:  
what would be a good (specific) folder 

Low energy High variance 

Good folder 



Sequence Variance 



Sequence Variance & Biology 

Take variance estimates from amino acid type occurrence 



How to derive a potential? 

+ - + 
- + + 

+ 
+ + + -- hydrophobic 

polar (hydrophilic) 
negative charge  

positive charge  ? 

Can we use experimental biological data? 



“Knowledge Based” Amino Acid Pair Potentials 

•  Sample the PDB 

•  Nearly 100.000 protein 
structures (X-ray, NMR, Cryo) 

•  Assumption:  
PDB is a representative 
ensemble of well mixed amino 
acids 
 
 
 



“Knowledge Based” Amino Acid Pair Potentials  

-- + + + 

+ - 

+ + - 

+ - + 

- + + + 
+ - 
+ + - 
+ - + 

H2O 

H2O 
Betancourt & Thirumalai 1999 Protein Sci 8 
Miyazawa & Jernigan 1993 Protein Eng 6 

? 

hydrophobic 
polar (hydrophilic) 
negative charge  
positive charge  

observed contacts 

- 

expected contacts 



“Knowledge Based”  Amino Acid Pair Potentials 

+ - + 
- + + 

+ 
+ + + -- 



Are experimental results captured by the model? 
A
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Let’s start the Monte Carlo Simulation 

Monte Carlo: 
–  Choose a residue (or region) 
–  Change its position 
–  Calculate new interaction energy 
–  Accept with Monte Carlo criterion  

Shakhnovich & Gutin 1993 PNAS 90 

Coluzza et al 2003 Phys Rev E 68 

Betancourt & Thirumalai 1999 Protein Sci 8 



Free energy curve of folding 
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Native contacts 

•  Proteins fold into a specific native structure, given their sequence 

•  What would happen if we raise the temperature?  



Folding Specificity on the Lattice 



Temperature 

H
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ity

 
Foldable, with high specificity 



Full atom vs coarse grained folding 
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(thanks to Erik van Dijk) Shaw, D. E., et al. (2010) Science, 330 



Protein folding Specificity 

•  Proteins fold into a specific native 
structure  

•  Folded structure => energetically 
favorable 

•  Unfolded structure => entropically 
favorable 

•  At higher temperatures, proteins 
become unstructured 



Cubic Lattice Model 

•  Cheap & simple 
–  Use for right purpose 

•  Can model: 
–  General trends  
–  Folding specificity 
–  Heat capacity 
–  Binding and unbinding 
 

•  Not captured: 
–  Secondary structure 
–  Hydrophobic effect   

(cold denaturation) 
–  Specific proteins 

Shakhnovich & Gutin 1993 PNAS 90 

Coluzza et al 2003 Phys Rev E 68 
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Consistent treatment of hydrophobicity in protein 
lattice models accounts for cold denaturation  
Erik van Dijk & Sanne Abeln 
 

PRL 116(7) 2016   &   PLOS CB 11(5) 2015 

Oil and water do not mix well 

It is this hydrophobic force that 
drives protein folding         



63 Molecular picture of hydrophobicity? 

Hydrophobicity is a an emergent force from 
collective interactions between water and 
oily-groups 
 
 
Water likes itself ‘better’ 
 
 
Exact molecular picture still unclear 
 
 
•  Entropic component 
•  Enthalpic component 
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Hydrophobic force has a maximum around 70 - 80 °C  

Water 

Oil 

Hydrophobic particle 

Widom Phys. Chem. Chem. Phys., 2003; Gallagher 2003, JACS; Huang and Chandler PNAS 2000 

The hydrophobic effect

B. Widom, P. Bhimalapuram and Kenichiro Kogay

Department of Chemistry, Baker Laboratory, Cornell University, Ithaca,
New York 14853-1301, USA

Received 10th April 2003, Accepted 4th June 2003
First published as an Advance Article on the web 24th June 2003

The thermodynamics of the hydrophobic effect, as measured primarily through the temperature
dependence of solubility, is reviewed, and then a class of models that incorporate the basic mechanism of
hydrophobicity is described. These models predict a quantitative relation between the free energy of
hydrophobic hydration and the strength of the solvent-mediated attraction between pairs of solute molecules. It
is remarked that the free energy of attraction being just of the order of the thermal energy kT may be important
for the effective operation of the hydrophobic effect in proteins. Deviations from pairwise additivity of
hydrophobic forces are also briefly discussed.

I. Introduction

Hydrocarbons are only slightly soluble in water: they are hydro-
phobic. The accommodation of a hydrocarbon molecule in
water is accompanied by an increase in an associated free
energy. Hydrocarbons are not the only hydrophobes but they
are typical of the class. Characteristically, their solubility dec-
reases with increasing temperature at low temperatures, which
provides an important clue to the mechanism of hydrophobi-
city. At higher temperatures the solubility, after reaching a min-
imum, often then increases with further increase of temperature.
These effects are illustrated in Fig. 1, which shows the Ost-

wald absorption coefficient S of methane in water (the ratio
of the number density of dissolved methane to that in the equi-
librium vapor), as a function of temperature.1 This is at a par-
tial pressure of methane of 1 atm, although there is almost no
dependence on the pressure as long as the concentration of
methane in both phases is low (Henry’s law).
The unfavorable free energy change accompanying the dis-

solution of the hydrocarbon results from structural changes

in the solvent around each solute molecule. This is the phe-
nomenon of hydrophobic hydration. The total volume of
solvent so affected by a pair of solute molecules is less when
the two are close together than when they are far apart, as illu-
strated schematically in Fig. 2. The result is an effective,
solvent-mediated attraction between the two. This is the
hydrophobic attraction.
These effects have long been recognized to be important in

physical chemistry and biochemistry. The subject thus has an
enormous literature, ranging from works that are now clas-
sic2–17 to those more nearly current,18–85 many of these quite
sophisticated. A recent authoritative assessment of the status
of the field with emphases different from those in the present
account is in a review by Pratt.29 A beautiful earlier review
by Scheraga86 with an account of experimental results and
emphasis on the role of hydrophobicity in biochemistry,
should also be noted.
The thermodynamics of transfer of a molecule from one

phase to another is outlined in Section II, and then the thermo-
dynamics of hydrophobic hydration as inferred from solubility
measurements such as those in Fig. 1 is presented in Section
III. What is seen there, among other principles, is that the dis-
solution of a hydrophobe in water is energetically favorable,

y Permanent address: Department of Chemistry, Okayama University,
3-1-1 Tsushimanaka, Okayama 700-8530, Japan.

Fig. 1 Ostwald absorption coefficient S of methane as a function of
temperature T (from compilation of Battino1).

Fig. 2 Two hydrophobic molecules, (a) far apart, and (b) close
together. The regions within the dashed curves represent schematically
the volumes of solvent that are significantly affected by the presence of
the solutes. The total volume so affected by the pair is smaller in (b)
than in (a).

DOI: 10.1039/b304038k Phys. Chem. Chem. Phys., 2003, 5, 3085–3093 3085
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Hydrophobic force has a maximum around 70 - 80 °C  
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Temperature (Kelvin) 

Water 

Oil 

Hydrophobic particle 

Widom Phys. Chem. Chem. Phys., 2003; Gallagher 2003, JACS; Huang and Chandler PNAS 2000 

Can this emergent behaviour 
influence protein folding? 



Lattice model for protein folding 
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•  At higher temperatures, proteins become unstructured 
 
•  (chain) entropy becomes dominant in partition function 

Temperature (reduced units) 



Heat capacity of myoglobin 
( )B. Hallerbach, H.-J. Hinz ! Biophysical Chemistry 76 1999 219!227220

the molecular property requires some fundamen-
tal considerations of statistical thermodynamics.
Recently, we performed a study that provides a
rigorous statistical mechanical link between the
average experimental heat capacity and the corre-
sponding property of the single protein moiety
" #19 .

This has made it possible now to discuss changes
in the macroscopic thermodynamic properties in
terms of their relation to changes in the individ-
ual protein molecules. A particularly intriguing
question in this context is the molecular interpre-
tation of the observed increase in protein heat
capacity on cold denaturation. The phenomenon
has been interpreted frequently in terms of the
assumption that denaturation of the native struc-
ture of the protein results in a positive conforma-
tional entropy change of the solvent-free polypep-
tide chain and a negative entropy change due to
hydration of the unfolded chain. The increasing
degree of water structuring around the unfolded
chain with a decrease in temperature, coupled
with a release of entropy was held responsible for
the positive heat capacity change on unfolding at
low temperature. This mechanism is just the re-
verse of the situation postulated for the processes
occurring during high temperature unfolding. The
negative hydrational entropy contribution had to
be assumed to be larger in magnitude than the
positive conformational contribution of the chain
in order to be compatible with the experimental
result which clearly shows that cold denaturation
is associated with an overall negative entropy
change and a positive heat capacity change.

In the following sections we will challenge the
view that the observed entropy change can be
partitioned in this manner by demonstrating that
this leads to a conflict with the second law of
thermodynamics. Instead we will suggest a new
approach based on the idea of equilibrium fluc-
tuations, that provides a ‘natural’ explanation of
the heat capacity changes observed in both cold
and heat denaturation.

2. Experimental basis of cold unfolding

Fig. 1a shows the variation of the heat capacity
of myoglobin as a function of temperature. One

Fig. 1. Variation with temperature of the heat capacity and
Ž .entropy of myoglobin. a Temperature dependence of the

heat capacity of myoglobin. Experimental conditions: 8.5
mg!ml; pH$4.35; buffer: 0.1 NaAc; heating rate: 0.2 K!min
Ž . Ž .cold-den. ; 0.5 K!min heat-den. . The bold curve shows the
experimental heat capacity curve. The extension of the experi-
mental curve below 274 K has been calculated by using a
two-state approximation for the conformational transition,
employing the following parameters: T $333.3 K, T "$283.5G G

Ž . Ž .K, # H T $212 kJ!mol, #c T $6.8 kJ!mol. The dottedG p G
line refers to the heat capacity of the native state. D", N and
D refer to the cold-denatured, native and heat-denatured

Ž .state, respevtively. b Temperature dependence of the en-
tropy of myoglobin. The entropy curve was calculated from

Ž .the experimental heat capacity data shown under a by
numerical integration. The entropy at 265 K, was set equal to
zero. T " and T indicate the midpoint temperatures of coldG G
and heat denaturation, respectively.

observes two heat capacity peaks at T ! $283.5 KG
and T $333.3 K, respectively, which are charac-G
teristic of the so-called cold- and heat-unfolding
of the protein. Numerical integration of the heat

Ž .capacity curve according to the equation S T %
Ž . TS 265 $H c d ln T results in the variation with265 p

temperature of the entropy of the protein shown

Hallerbach & Hinz 1999 Biophys. Chemistry 



Adding the temperature dependence to the model 
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Sanne Abeln (s.abeln@vu.nl) 

The free energy of the system F , can be split in a hydrophobicity independent,
Ebase and dependent part, Fhydr.

F = Ebase + Fhydr (1)

Only the last term has an entropic contribution, and in is in our simplified
model:

Fhydr = �↵Nh(T � T0)
2 (2)

Multiplying both sides by �, taking derivative with respect to �
and using that d�F

d� = hEi we get:

hEhydri = �↵Nh(T
2
0 � T 2) (3)

This yields a simple rule for theslope of heat capacity, under the assumption no
phase transition, such as folding, take place.

CV (T ) =
dhEi
dT

= 2↵NhT (4)

1

denatured state. Third, the temperature dependence of the
heat capacity. Using differential scanning calorimetry [26],
the heat capacity of the system can be calculated as
CP ¼ ðdQ=dTÞP;N . The heat capacity of the system is
commonly used as a well-defined experimental observable
to characterize the thermodynamics of the folding transition.
We simulate a protein consisting of 80 residues with

Monte Carlo sampling using a classic lattice model to
investigate the effect of the entropic contribution of the
hydrophobic potential. To model the effective potential for
hydrophobe–water interactions, we introduce the following
temperature-dependent term for the surface residues (s) and
the fully hydrated residues (h)

Fhydr ¼ −αsNsðT − T0;sÞ2 − αhNhðT − T0;hÞ2; ð1Þ

describing second order approximations to the theory of
the hydrophobic effect [2,5] for both groups. Here,Ns is the
number of hydrophobic residues on the surface, Nh is the
number of hydrophobic residues that are fully hydrated and
T is the temperature in reduced units. The temperature
dependence of the fully hydrated (αh, T0;h) and surface
(αs, T0;s) residues are set using Ref. [5] [see Fig. 1(a)]. In
our lattice model, we define a residue that is fully hydrated
as having at least four sides exposed and for a residue that is
partially solvated as having at least one, and no more than
three sides exposed to the solvent. Fitting the expression in
Eq. (1) to the results [2] from the LCW theory yields αs ¼
3.0 and T0;s ¼ 0.41 for the surface term and αh ¼ 7.0 and
T0;h ¼ 0.49 for the volume solvation term. This assumes
that, for the temperature dependence, all amino acids have
the same size, while in practice, the volume of amino acids
can vary from 75 to 240 Å [27]. To test the sensitivity of
our model to this assumption, we performed simulations

with three different potentials: a temperature independent
potential (αs ¼ αh ¼ 0), a temperature dependent potential
(parameters given above), and a strongly temperature
dependent potential, corresponding to amino acids that
are 15% larger (αs ¼ 4.5 and αh ¼ 11.5) (derivation shown
in Supplemental Material sections “Derivation temperature
dependent potential” and “Approximation of hydrophobic-
ity parameters”) [28].
First, we probe the folding specificity of this model. The

lattice model we use here is sequence dependent. In other
words, random sequences will typically not fold into a
stable structure, whereas designed sequences do so with a
high specificity [17–19,21,29–31].
The number of native contacts (Nint) is used as an order

parameter for the specificity of protein folding. We define a
protein to be folded when Nint > 75. The fraction of the
simulation spent in this folded state is defined as PFold. For
the purpose of this Letter, umbrella sampling [32] alone is
sufficient to sample the configurational space of interest.
Figure 2(a) shows that, for all potentials, the protein folds
(PFold > 0.5) at intermediate temperatures and denatures
(PFold < 0.5) at high temperatures. This is consistent with
the view of the high-entropy denatured state caused by the
chain entropy. For a well-designed protein, the stability of
the protein simulated with a temperature-independent
potential is a strictly decreasing function of the temper-
ature, since the native state is optimized to be the lowest
enthalpy state.
Only the strongly temperature-dependent potential repro-

duces cold denaturation as well as heat-induced denatura-
tion, see black curve in Fig. 2(a). A very similar folding
curve has been observed experimentally for a mutant of cold
shock protein Csp [33]. The simulated configurational
ensemble of the folded state also includes a small fraction
of denatured states (0.20 < T < 0.37) as observed in the
experiment. Note that Csp, likemost proteins, does not show
cold denaturation above the freezing point of water.
However, statistical investigation has shown that the
temperature has a measurable influence on the propensity
of hydrophobic amino acids to be buried [34]. This is
similar to our observation that proteins become less
stable at lower temperatures, but do not denature, for a
lower value of the temperature dependence. (Fig. 2,
green line).
The structural characteristics of the model were inves-

tigated by exploring the free energy landscapes of native
contacts (Nint) and internal contacts between residues
(Cint); the latter are used as a measure of compactness.
At T ¼ 0.375, slightly below the transition temperature
(T ¼ 0.42), two distinct states can be observed, one where
the protein is specifically folded (Nint > 75), and one in
which the protein is mostly unstructured (Nint < 25), with a
clear barrier separating the two states [Fig. 2(c)]. Note that
the sequence has been designed to fold in this exact
structure with 97 native contacts (see Methods in
Supplemental Material [28]).

(a) (b)

FIG. 1. Comparison between lattice model and LCW theory for
a polyphenylalanine hydrophobic chain. (a) The chemical
potential for a fully extended chain as a function of temperature
(blue lines), and the chemical potential for a compacted chain,
which we approximate as a 10 Å sphere (red lines). The dashed
lines indicate the approximation made by our lattice model, while
the solid lines indicate the theoretical predictions from LCW
theory [1,2]. (b) The distinction between surface and fully
solvated residues in our model. The blue line shows the potential
for the fully solvated residues (corresponding to the residues
colored blue), and the red line shows the surface potential
(corresponding to the residues colored red).
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Cold denaturation & compact state 



Model predicts linearity of heat capacity baseline 
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In our model, we model the free energy of a water - hydrophobic contact as:

Fhydr = �↵Nh(T � T0)
2 (1)

Multiplying both sides by �, taking derivative with respect to �
and using that d�F

d� = hEi we get:

hEhydri = �↵Nh(T
2
0 � T 2) (2)

This yields a simple rule for theslope of heat capacity, under the assumption no
phase transition, such as folding, take place.

CV (T ) =
dhEi
dT

= 2↵NhT (3)

1
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the molecular property requires some fundamen-
tal considerations of statistical thermodynamics.
Recently, we performed a study that provides a
rigorous statistical mechanical link between the
average experimental heat capacity and the corre-
sponding property of the single protein moiety
" #19 .

This has made it possible now to discuss changes
in the macroscopic thermodynamic properties in
terms of their relation to changes in the individ-
ual protein molecules. A particularly intriguing
question in this context is the molecular interpre-
tation of the observed increase in protein heat
capacity on cold denaturation. The phenomenon
has been interpreted frequently in terms of the
assumption that denaturation of the native struc-
ture of the protein results in a positive conforma-
tional entropy change of the solvent-free polypep-
tide chain and a negative entropy change due to
hydration of the unfolded chain. The increasing
degree of water structuring around the unfolded
chain with a decrease in temperature, coupled
with a release of entropy was held responsible for
the positive heat capacity change on unfolding at
low temperature. This mechanism is just the re-
verse of the situation postulated for the processes
occurring during high temperature unfolding. The
negative hydrational entropy contribution had to
be assumed to be larger in magnitude than the
positive conformational contribution of the chain
in order to be compatible with the experimental
result which clearly shows that cold denaturation
is associated with an overall negative entropy
change and a positive heat capacity change.

In the following sections we will challenge the
view that the observed entropy change can be
partitioned in this manner by demonstrating that
this leads to a conflict with the second law of
thermodynamics. Instead we will suggest a new
approach based on the idea of equilibrium fluc-
tuations, that provides a ‘natural’ explanation of
the heat capacity changes observed in both cold
and heat denaturation.

2. Experimental basis of cold unfolding

Fig. 1a shows the variation of the heat capacity
of myoglobin as a function of temperature. One

Fig. 1. Variation with temperature of the heat capacity and
Ž .entropy of myoglobin. a Temperature dependence of the

heat capacity of myoglobin. Experimental conditions: 8.5
mg!ml; pH$4.35; buffer: 0.1 NaAc; heating rate: 0.2 K!min
Ž . Ž .cold-den. ; 0.5 K!min heat-den. . The bold curve shows the
experimental heat capacity curve. The extension of the experi-
mental curve below 274 K has been calculated by using a
two-state approximation for the conformational transition,
employing the following parameters: T $333.3 K, T "$283.5G G

Ž . Ž .K, # H T $212 kJ!mol, #c T $6.8 kJ!mol. The dottedG p G
line refers to the heat capacity of the native state. D", N and
D refer to the cold-denatured, native and heat-denatured

Ž .state, respevtively. b Temperature dependence of the en-
tropy of myoglobin. The entropy curve was calculated from

Ž .the experimental heat capacity data shown under a by
numerical integration. The entropy at 265 K, was set equal to
zero. T " and T indicate the midpoint temperatures of coldG G
and heat denaturation, respectively.

observes two heat capacity peaks at T ! $283.5 KG
and T $333.3 K, respectively, which are charac-G
teristic of the so-called cold- and heat-unfolding
of the protein. Numerical integration of the heat

Ž .capacity curve according to the equation S T %
Ž . TS 265 $H c d ln T results in the variation with265 p

temperature of the entropy of the protein shown
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In our model, we model the free energy of a water - hydrophobic contact as:

Fhydr = �↵Nh(T � T0)
2 (1)

Multiplying both sides by �, taking derivative with respect to �
and using that d�F

d� = hEi we get:

hEhydri = �↵Nh(T
2
0 � T 2) (2)

This yields a simple rule for theslope of heat capacity, under the assumption no
phase transition, such as folding, take place.

CV (T ) =
dhEi
dT

= 2↵NhT (3)

1



Emergent behaviour (entropy & enthalpy) 

73 

Hydrophobic force has a maximum around 70 - 80 °C  
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Can we measure this 
emergent behaviour for amino 
acids in protein structures? 
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Calculating hydrophobicities for amino acids 
 

•  Mine set of protein structures 
resolved with NMR at different 
temperatures 

•  Consider buried versus 
surface residues 

–  Simplest approach: 
propensity for being buried  

 

 
–  We use three different 

approaches to calculate 
approximate free energy terms 

 

 

6

assumption that a residue can interact with four other residues, water contact points can be created. The
fraction of exposed surface area, ↵r, is given by:

↵r =
Sr

max
�
Sa(r)

 (3)

Sr is the solvent accessible area, calculated with the DSSP program, and a(r) is the amino acid type of
residue r; max

�
Sa(r)

 
is the maximum accessible area in an unfolded chain for that amino acid type.

Calculation of surface based potential

An alternative measure for hydrophobicity can be obtained by calculating the propensity for an amino
acid to be on the surface. Classic amino acid propensities, which are for example used to describe the
affinity for a certain secondary structure type, can be calculated through a simple ratio of fractions (e.g.
44, Chapter 12). Here we use the structural classes buried and non-buried. To decide whether a residue
(r) is buried, we use a cutoff: ↵r < 7% (45). We can calculate the propensity (P ) for amino acids to be
buried as:

Pa,b = pa,b/pb (4)

where Pa,b stands for the propensity for an amino acid type, a, to be buried as indicated by the subscript
b. Translating this into counts yields:

pa,b =
Na,b

Na,b +Na,nb
(5)

where Na,b is the total number of amino acids of type a that are buried, and Na,nb is the total number of
amino acids of type a that are non-buried. Similarly,

pb =
Nb

Nb +Nnb
(6)

where Nb is the total number of buried amino acids, and Nnb is the total number of amino acids that are
not buried.

When propensities are used to estimate transfer free energies, through �Fa,b = �kT log(Pa,b) it has
the disadvantage that:

�Fa,b 6= ��Fa,nb (7)

This can be seen by substituting the formula for Pa,nb in the formula for the free energy, �F .
Here we define our propensities in an alternative way to overcome this problem similar to Shatyan et

al. (20). If we define our alternative propensities, P ⇤, analogous to a partition coefficient, we obtain:

P ⇤
a,b =

p⇤a,b
p⇤a,nb

=
Na,b/Na,nb

Nb/Nnb
(8)

which does have the desired property summarized in eqn. 7.

Significance of temperature dependence

The significance of the temperature dependence of the potentials was determined through a resampling
procedure for two different temperature bins: the lowest temperature range and room temperature. We
resampled our data by shuffling the temperature labels of the protein structures and recalculating the
contact based and surface based potentials for a set of 1000 random samples. P-values for the difference
in hydrophobicity between the two temperature bins were determined as the fraction of resampled free
energy differences that were larger in size than the original calculation.



Temperature dependence of amino acids 
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•  We calculate the propensities 
for each type of amino acid at 
different temperatures 

•  We see a clear temperature 
dependence for the 
hydrophobic amino acids 

•  This nicely matches 
theoretical predictions 

 van Dijk et al. PLOS Compl Biol, 11(5) 2015 

we focus on the temperature dependence of the effective interactions between hydrophobic
amino acids and water.

Even though this temperature dependence has important consequences, it is often not con-
sidered due to practical concerns. The temperature dependence is typically not included in in-
teraction potentials for protein structure prediction or coarse grained simulations; such
potentials do not model the water molecules explicitly or in enough detail to capture this effect.
It is difficult to measure the temperature dependence for specific amino acids by experiments,
under physically relevant conditions. In other words, it is difficult to measure the difference in
free energy between the folded and unfolded chain for separate amino acids. In this work we
show that it is possible to obtain this temperature dependence for specific amino acids by min-
ing a large set of protein structures resolved by Nuclear Magnetic Resonance (NMR).

Physically or chemically relevant quantities can be obtained by averaging over a large set of
structures. For example, specific bond lengths, the most favourable dihedral angles or approxi-
mate hydrophobicities for different amino acid types can be obtained by taking an ensemble
average over a set of protein structures. More specifically, hydrophobicity scales for the differ-
ent amino acid types may be obtained using physicochemical properties [18], or by calculating
how often we find each residue type exposed to the solvent at the surface of a protein [18–21].
Different approaches give slightly different results—and a somewhat different ranking between
the residues—but do agree overall. Hydrophobicity scales are useful for a wide range of prob-
lems involving structure prediction: from predicting the severity of a mutation to disorder pre-
diction and full structure prediction e.g. [22–27].

Fig 1. Length scale dependence of hydrophobic effect from calculations by Huang and Chandler [10] (A). The cost of making a cavity in the water with
a radius of the given size against temperature is plotted. The position of the maximum depends on the size (radius) of the solute. Small solutes with a radius
of 4 Å have a peak at around 70°C, whereas larger particles with a radius of 10 Å have a peak around 40°C.An example protein structure: PDB-ID: 2K5I
(B).We estimate free energies of transfer from the hydrophobic core to the surface of the protein by comparing the number of hydrophobic amino acids on
the surface (small yellow spheres), to the number of buried hydrophobics (large yellow spheres), to the number of polar amino acids on the surface (small
blue spheres) and to the number of buried polar amino acids (large blue spheres).

doi:10.1371/journal.pcbi.1004277.g001

Temperature Dependent Amino Acid Hydrophobicity from NMR Structures
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Is this temperature dependence significant? 
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Fig 3 also shows that the surface based potentials give larger absolute differences in free en-
ergies than the contact based potentials. This can most likely be explained by the strict cutoff
(7% accessible surface area) in the surface based potential compared to the more gradual calcu-
lation of the contact based potential; charged and polar amino acids are rarely entirely buried
and give therefore a very strong signal for the surface based measure. The relative hydrophobic-
ity, however, is consistent between the three methods, showing our results are qualitatively in-
dependent of the method of derivation for the potential.

The results in Fig 3 show a slight temperature dependence for charged (and polar) amino
acids. For the surface based potential, however, this effect is not significant (Table 3).

Our transfer free energy estimates are calculated under the assumption of a random mixing
model; this provides us with relative transfer free energies for each type of amino acids. This
means it is not trivial to compare the free energy differences between different temperature
bins. The temperature dependence of the hydrophobic residues could cause the shift of the
polar and charged amino acids. In order to enable comparison at different temperatures, we set
a reference state for the free energy estimates. The reference state is an important part of the
potential, and can determine the accuracy of a potential in structure validation [39].

As we are here particularly interested to compare the transfer free energies between different
temperatures it is desirable that our reference does not have any temperature dependent inter-
action with the solvent. Betancourt and Thirumalai [29] and Buchete et al. [27] use Threonine,
a small water-like polar amino acid, as a reference in the calculation for their amino acid pair-
potential. In our case, as the number of structures available is limited, choosing a single amino
acid as reference will propagate noise through the results. Instead, we pool all the charged and
hydrophilic amino acids for each temperature bin, and use those as a reference potential (see
Table 2). Even though it is known that polar and charged residues can have a temperature de-
pendent interaction with the solvent and that this interaction can have consequences for pro-
tein structure and stability (see for example Refs. [40, 41]), comparing raw estimates (Fig 3)
with reference corrected estimates (S1 and S4 Figs) shows that this correction does not change
the relative trends, see Methods for further details.

Fig 4 shows estimates for the corrected transfer free energies for all hydrophobic and aro-
matic amino acids individually, with the polar and charged amino acids as a reference. Results
for all amino acids, with and without reference correction are shown in S2, S3, S5 and S6 Figs.
The hydrophobicity becomes weaker at lower temperatures, showing the results from the ‘raw’
estimates hold up. Again, the significance of the temperature dependence of each hydrophobic
amino acid type is examined. For almost all hydrophobic amino acids the free energy estimates

Table 3. Significance of hydrophobic temperature dependence pooled.

amino acid class p-value contacts p-value surface ΔΔG contacts ΔΔG surface

hydrophobic < 0.01 < 0.01 0.10 0.32

polar < 0.01 0.23 -0.05 0.13

charged < 0.01 0.80 -0.06 -0.04

aromatic 0.04 < 0.01 0.06 0.32

other 0.32 < 0.01 0.02 0.41

The difference in free energy estimates (ΔΔG) between the lowest temperature bin (265–290K) and room temperature (297–299K) is shown together with
its significance (p-value) for each class of amino acids. The significance was tested using a resampling procedure. The amino acids are pooled according
to defined classes; the free energy estimates are not reference corrected.

doi:10.1371/journal.pcbi.1004277.t003

Temperature Dependent Amino Acid Hydrophobicity from NMR Structures

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004277 May 22, 2015 7 / 17
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•  To test statistical significance 
we use a resampling 
procedure  
(shuffling temperatures) 

 



Impact of understanding hydrophobicity 

We can explain cold denaturation 

 

 
 

Predict total hydrophobic surface area 
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Figure 11: Performance comparison of several ASA models and the three-
feature model. The performance of a sequence length derived formula is
used as a reference. A range of di↵erent error thresholds are used get the
ratio of correctly predicted HSAs. The performance comparison was run on
the test set. For 11(b) the evaluation was performed on 97 proteins, that
were deposited after 2011 to the PDB.
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Extract hydrophobic temperature 
dependence form structures 

We can understand heat capacity curves 



Model can reproduce formation of fibres 

•  Fibres 
–  Formation depends on 

sequence properties 
–  Hydrophobic inner 

layers 
–  Fast simulation 
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hydrophobic 

polar (hydrophilic) 
beta-strand  

Abeln, S., Vendruscolo, M., Dobson, C. M., & Frenkel, D. (2014). A Simple Lattice Model That Captures Protein 
Folding, Aggregation and Amyloid Formation. PLoS ONE, 9(1), e85185 



Vacancy for PhD student 

•  4 years 

•  Protein folding & amyloid formation – coarse-grained 
protein models 

•  Close connection to experimental work on force 
unfolding  and amyloid formation in collaboration with 
Gijs Wuite en Alexander Buell 

•  Contact: s.abeln@vu.nl 
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Consider NMR structures at different temperatures 
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Distribution of PDB structure over temperature ranges 



Heat capacity: linear slope 

Figure 1: Example of a DSC experiment where the heat capacity was mea-
sured for a range of di↵erent temperatures. Three regions can be observed
in this plot. For low temperatures the protein is in a native state. In this
region, the T-heat capacity relation is approximately linear ( The increase
in the baseline of the heat capacity is illustrated by a dotted line). At in-
termediate temperatures, the heat capacity shows a sharp peak. At high
temperatures, the heat capacity follows the heat capacity of the unfolded
state. Data adapted from ref. [7].

Figure 2: Sketch of a DSC experiment where the heat capacity was measured
for a range of di↵erent temperatures. The baselines for the native and
unfolded state are plotted in blue and red respectively. The green line is
used as a fit to calculate the �H of unfolding, by taking the area that is
coloured grey. The di↵erence between the baselines gives the �C.

Resuls from a DSC experiment can be fitted with a two-state model
[1], the assumption is made that there is only a native and unfolded state.
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have a significant temperature dependence (Table 4). Note that the correction to a reference of
polar and charged amino acids was also performed in the resampling procedure to obtain
statistical significance

Fig 4 also shows that the estimated transfer free energies show a very similar trend with re-
spect to temperature to those that have been measured for hydrophobic particles [4] or ob-
tained by calculation according to LCW-theory [10, 42]. For clarity, we fitted parabolas
through the estimated transfer free energies, which is a reasonable approximation for trends
calculated from theory and observed in experiment (see S15 Fig). It can be observed that the
free energies for the hydrophobic amino acids show a maximum of around 310–350 kelvin for
both the surface and contact based free energy estimates; this is slightly lower than what is ex-
pected from theory (see for comparison Fig 1A)

Due to the lack of data at higher temperatures (T> 320K), it is difficult to estimate a precise
maximum for the transfer free energies. Nevertheless, an interesting trend may be observed
from Fig 4. Larger amino acids, for example Tryptophan, have a maximum at lower tempera-
tures compared to smaller amino acids such as Alanine. Again, this trend is consistent with the-
ory and experiments [10], where the transfer free energy of larger particles shows a maximum
at lower temperatures.

Overall, we can conclude that the temperature dependence of the hydrophobic effect has a
measurable influence on protein structures determined by NMR. The effect we find appears to
be on the right order of magnitude in comparison with theory for the hydrophobic effect and
known cold denaturating behaviour of proteins (see S2 Text). The results show that structures

Fig 4. Reference corrected free energies of transfer for hydrophobic amino acids.Contact based (A) and surface based (B) free energies are shown for
hydrophobic and aromatic amino acids. The free energies are corrected by setting a reference of the polar and charged amino acids. Points show the free
energy estimates for each temperature bin and lines are fitted with a parabola. Arrows indicate the bins used to test the significance of the
temperature dependence.

doi:10.1371/journal.pcbi.1004277.g004
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we focus on the temperature dependence of the effective interactions between hydrophobic
amino acids and water.

Even though this temperature dependence has important consequences, it is often not con-
sidered due to practical concerns. The temperature dependence is typically not included in in-
teraction potentials for protein structure prediction or coarse grained simulations; such
potentials do not model the water molecules explicitly or in enough detail to capture this effect.
It is difficult to measure the temperature dependence for specific amino acids by experiments,
under physically relevant conditions. In other words, it is difficult to measure the difference in
free energy between the folded and unfolded chain for separate amino acids. In this work we
show that it is possible to obtain this temperature dependence for specific amino acids by min-
ing a large set of protein structures resolved by Nuclear Magnetic Resonance (NMR).

Physically or chemically relevant quantities can be obtained by averaging over a large set of
structures. For example, specific bond lengths, the most favourable dihedral angles or approxi-
mate hydrophobicities for different amino acid types can be obtained by taking an ensemble
average over a set of protein structures. More specifically, hydrophobicity scales for the differ-
ent amino acid types may be obtained using physicochemical properties [18], or by calculating
how often we find each residue type exposed to the solvent at the surface of a protein [18–21].
Different approaches give slightly different results—and a somewhat different ranking between
the residues—but do agree overall. Hydrophobicity scales are useful for a wide range of prob-
lems involving structure prediction: from predicting the severity of a mutation to disorder pre-
diction and full structure prediction e.g. [22–27].

Fig 1. Length scale dependence of hydrophobic effect from calculations by Huang and Chandler [10] (A). The cost of making a cavity in the water with
a radius of the given size against temperature is plotted. The position of the maximum depends on the size (radius) of the solute. Small solutes with a radius
of 4 Å have a peak at around 70°C, whereas larger particles with a radius of 10 Å have a peak around 40°C.An example protein structure: PDB-ID: 2K5I
(B).We estimate free energies of transfer from the hydrophobic core to the surface of the protein by comparing the number of hydrophobic amino acids on
the surface (small yellow spheres), to the number of buried hydrophobics (large yellow spheres), to the number of polar amino acids on the surface (small
blue spheres) and to the number of buried polar amino acids (large blue spheres).

doi:10.1371/journal.pcbi.1004277.g001
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